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Abstract. In recent years, members of the academic community have
increasingly turned to digital libraries to follow the latest work within
their own field and to estimate papers’, journals’ and researchers im-
pact. Yet, despite the powerful indexing and searching tools available,
identifying the most important works and authors in a field remains a
challenging task, for which a wealth of prior information is needed; exist-
ing systems fail to identify and incorporate in their results information
regarding connections between publications of different disciplines. In
this paper we analyze citation lists in order to not only quantify but also
understand impact, by tracing the “footprints” that authors have left, i.e.
the specific areas in which they have made an impact. We use the pub-
lication medium (specific journal or conference) to identify the thematic
scope of each paper and feed from existing digital libraries that index
scientific activity, namely Google Scholar and DBLP. This allows us to
design and develop a system, the Footprint Analyzer, that can be used
to successfully identify the most prominent works and authors for each
scientific field, regardless of whether their own research is limited to or
even focused on the specific field. Various real life examples demonstrate
the proposed concepts and actual results from the developed system’s
operation prove the applicability and validity.

Keywords: Research Impact, Citations, Publication Medium, Digital
Library, Google Scholar, DBLP

1 Introduction

Electronic and online publishing has brought about a revolution in science [32].
Access to other people’s work is now faster, easier and more universal than
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ever [33]. But new economic models originating from this trend have helped
scientific publishing evolve into a lucrative business, and now a huge volume of
scientific texts is added to existing literature daily [10]. As a result, although
each individual text is more accessible than before, studying the literature and
getting or maintaining a clear view of the state of the art of a specific field remains
a challenging task; only the challenge has now shifted from the acquisition of
access to the papers to the selection of the right papers to focus on amongst the
numerous published articles.

To put this in a more specific context, it is safe to assume that almost every
reader going through the pages of this journal has had to at some point in the
past, or is currently trying to, identify and study the most important researchers
or papers in their field; this could, for example, be the fundamental first step
towards a PhD [40]. And although powerful indexing and searching tools ex-
ist, such as DBLP [21], Google Scholar [59] or ScienceDirect [60], the way to
efficiently search in such a large information space is not a straightforward one.

The difficulty stems from the type of indexing that such systems apply, which
is quite different from what is required for the task at hand. Papers are indexed
by their titles and journals they are published in; authors are indexed by the
papers they have published and the keywords they use to characterize their own
research interests. But all of these (titles, journals to submit to, description of
interests) are determined by the authors based on a priori preferences and are not
necessarily closely related to the a posteriori information regarding the actual
areas that their work has an actual impact on. For example, authors may be
more inclined to choose a shorter, rather than a lengthier and more accurate
title for their work in order to maximize its impact [46], or in order to maximize
their perceived activity in a specific field.

An example that is close to heart for some of this paper’s authors is that of
Human Computer Interaction. There exist of course important conferences and
journals that focus on this field, and important researchers who list it as their
primary focus. Still, some of the most prominent scientist working on HCI are
psychologists (who list psychology as their only expertise) and the field’s seminal
papers have not been published in HCI related journals. Thus, current indexing
and searching systems would fail to support a user in the identification of the
key papers and researchers of the field.

To overcome this, we propose herein an alternative indexing approach that
focuses on papers’ and researchers’ impact, not as defined by themselves but
rather as assessed by their “footprints” in digital libraries, i.e. the specific areas
of impact as indicated from citations. Our analysis is based on the detailed
examination of citation records and combines information from multiple sources;
DBLP and Google Scholar are the sources considered in this work, but extension
to include more sources is straight forward.

More specifically, in order to overcome the subjective nature of a paper’s
metadata, such as the title and keywords that are selected by the authors them-
selves, we base our analysis on the publication medium (specific journal or con-
ference) which provides a more objective estimation of the broader thematic
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scope [71]. Then, by examining which works cite each paper we can estimate the
specific areas in which it has had an impact. This allows us to develop paper
and author impact indices, that can be thematically searched, thus supporting
queries that existing systems are no able to handle.

The main contributions of this paper are: the definition of a researcher’s
scientific footprint, a methodology to detect footprints in an objective and au-
tomated manner based on the analysis of citations, an extensible architecture
that employs the notion of the footprint and is able to consider multiple infor-
mation sources and the Footprint Analyzer, a preliminary implementation of the
above. This paper is based on, and constitutes a combination and major exten-
sion of, paper “Agile DBLP: A Search-based Mobile Application for Structured
Digital Libraries” presented at the 1st International KEYSTONE Conference
(IKC 2015) [35] and paper “Extracting and visualizing research impact seman-
tics” presented at the 9th International Workshop on Semantic and Social Media
Adaptation and Personalization [71].

The remainder of this paper is organized as follows. In Section 2 we discuss
existing approaches to the assessment and quantification of scientific impact
and in Section 3 we review digital scientific libraries. In Section 4 we examine
the types of contextual information related with citations, a notion upon which
we base our definition of “footprints” in Section 5. In Section 6 we extend the
notion into an algorithm, listing the steps required to generate semantic footprint
indices, and in Sections 7 and 8 we present the integrated system incorporating
these notions and discuss some preliminary yet indicative results. Finally, in
Section 9 we list our concluding remarks.

2 Scientific impact

Scientific value and scientific recognition are subjective in their very nature, and
often even random. There is no objective way by which to measure the degree of
novelty or importance of a scientific proposition, and even the way it is perceived
by the scientific community is not always to be trusted. A characteristic example
is that of Dr. Zadeh’s seminal paper on fuzzy sets [34], which was rejected and
refused publication by three different journals, but has now defined not just a new
subfield in applied mathematics but more importantly a whole new paradigm in
scientific computing and computer engineering.

Still, a need exists to quantify the importance of scientific work; for example
when wishing to comparatively assess candidates for academic positions. In order
to overcome the highly subjective and unreliable nature of the related a priori
information, the value of scientific work is evaluated based on the a posteriori
information regarding its impact. For example, modern day Nobel prizes are
decided primarily based on the actual impact candidate works have had on
society and science, and the time period for the full impact of the work may be
several decades; Chandrasekhar famously shared the 1983 Nobel prize in physics
for work done in 1939 [15].
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Although randomness and unfairness can still be claimed (potentially revolu-
tionary works may go un-noticed and less deserving works may receive attention
due to random shifts of the market’s direction or simply because of an inspired
title), at least objective (numerical) measures may can be defined. Despite known
inherent weaknesses [27], citation counts are seen as the most trusted indications
of scientific impact. An important driving factor for this is that they are quan-
titative and are easily and readily available in online systems such as Google
Scholar.

2.1 Paper impact

Thus, a paper’s impact is quantified as the count of citations it has received from
the day it was published and up to the day of examination. This, of course, favors
papers that were published many years ago, as they have been accumulating
citations for a longer period of time. This is not seen as a weakness of the
measure; it is only natural that works that have been around for a long time
have had the opportunity to have a greater impact on the works of others.

Besides, it has been observed that the yearly count of citations received by a
paper diminishes after a few years; so, after some time, the advantage of earlier
papers is diminished.

2.2 Journal impact

Similar ideas are applied towards the evaluation of the scientific value of a pub-
lication medium, such as a journal, magazine or conference. There is, though, an
important difference originating in the way to use the results of this evaluation.

Journals are not evaluated in order to assess which one has had the greatest
overall impact on the scientific world. To the contrary, the goal is to assess the
probability that an article published in a journal will make an impact in the
future; readers consider this evaluation to select the journals to read and more
importantly authors consider it in order to select the journals to submit to, thus
maximizing the potential of their work. Therefore, the number of years that a
journal has been publishing, or even the number of volumes per year or the
number of articles per volume cannot be allowed to affect the evaluation.

The impact factor (IF) is the most trusted quantification of a journal’s scien-
tific potential. It is computed as the average count of citations articles published
in the journal receive in the first two years after their publication; some limita-
tions apply regarding the sources of these citations. It is clear to see that the IF
is configured in a way that favors journals that publish carefully selected high
quality articles, which is in accordance with the goals of journal evaluation.

2.3 Author impact

Researchers’ impact (and sometimes future potential too) is also assessed based
on citations. The first, most common and straightforward approach is the con-
sideration of the cumulative number of citations for the complete list of their
published work.
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But given the highly competitive nature of the scientific community, it is
rather expected that the prime tool to assess and compare researchers has re-
ceived a lot of attention, both in the form of criticism of its objectivity and in
the form of attempts to affect its outcomes. Numerous weaknesses have been
identified, related to the number of years of activity, the effect of cooperation
networks, self-citations, outlier works, frequency of publication etc.

In order to deal with the aforementioned weaknesses of using citation count
as a metric, numerous more elaborate metrics have been designed, such as the
following.

Average number of citations per paper Using the average number of ci-
tations aims to compensate for the fact that some authors publish more papers
and this leads them to have higher total number of citations, where in fact each
of their individual works may be cited rarely. It also compensates for differences
in the duration of the career, i.e. in the number of years researchers have been
publishing.

Average number of citations per author Single author papers and cooper-
ative works do not indicate the same level of personal involvement in the work.
Thus, it makes sense to distribute the count of citations for each paper equally to
the contributing authors. This is not the only approach in this direction; some-
times a greater part of the contribution is assigned to the leading author, or the
amount of contribution is gradually reduced based on the author’s position in
the author list.

Average number of citations per year Researchers that have had a longer
publishing career, have inevitably produced more work. This does not necessarily
indicate that their research is more important than that of younger researchers.
A workaround is to average citations over the count of years, which allows for a
more fair comparison of veteran and new researchers.

h-index and similar indices Hirsch’s h-index is the most well known and
widely used metric after the citation count. An index of h indicates that h
distinct papers of a given researcher have at least h citations each. Variations of
the h-index emphasize different features, such as the number of authors in each
paper [22] or the average value of the h-index over the years [69]. In [11] we see a
partitioning of the h-index into h1, h2 and h3, which help discriminate between
different types of researchers such as the perfectionists and the mass producers.

The g-index and the e-index are extensions of the h-index. In the g-index the
citation count is averaged [25] and in the e-index the square root of citations
in the h-set beyond h2, is considered, i.e. square root of citations beyond the
minimum number of citations required to achieve an h-index of h. The e-index is
particularly useful when comparing researchers who have the same h-index [66].
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s-index The s-index is based on the notion of entropy and provides a better
basis for comparisons between researchers than h-index in the case of researchers
who many citations [41].

i-10 index Google Scholar’s i-10 is the count of articles that have ten or more
citations[29].

3 Digital libraries

There are various digital libraries of scientific content, that interested readers
may turn to in order to search for and gain access to a specific paper; IEEEX-
plore, ScienceDirect, SpringerOnline to mention just a few. But these are not
the focus on this work. In this work we focus on digital libraries that can be
used to assess scientific importance or equivalently, as explained in the previous
section, scientific impact. Therefore, libraries such as the above (that only index
content of partner publishers) are not a suitable source of information.

Others exist, on the other hand, that aim to generate an author’s complete list
of published works, regardless of where they have been published. The following
are stand out examples of this category; DBLP due its highly accurate and well
curated content regarding lists of published works by each author and Google
Scholar due to the extensive and all inclusive citation lists it provides. We review
then both below, as they form the basis for the system presented herein.

3.1 Google Scholar

Google Scholar is a web service engine provided by Google which indexes the
full text of scholarly literature across various disciplines and publishing formats.
Since its release in November 2004, Google Scholar has become one of the most
popular academic search engines.

Although most academic databases and search engines allow the ranking
of the results by certain factors, the Google Scholar ranking algorithm is still
unknown to this date. According to various studies that have tried to reverse-
engineering the algorithm, Google Scholar arranges results by putting weight
especially on citation counts [9] and the occurrence of search terms in the articles
title [8].

Since it was first introduced in November 2004, there has been abundant
literature regarding the weak and strong points of Google Scholar. So far, the
studies have varied in their approaches, differing from the analysis of the user
interface functionality to the content covered by the search engine. In 2010,
Xiaotian Chen did an empirical study of Google Scholars coverage of scholarly
journals five years after a similar study was performed. His findings showed a
dramatic improvement: using the same database, Google Scholars coverage has
gone from an average of 60 to a range from 98 to 100 percent [16].

On the other hand, another interesting study conducted in the same year [7]
showed that Google Scholar is far easier to spam than the Google Search for Web
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Fig. 1. Citation indices and Co-authors.

Pages. For example, it was demonstrated that Google Scholar counts references
that were added to modified versions of already published articles, meaning
that researchers could increase citation counts and rankings of the cited articles
in order to increase their visibility on Google Scholar. Moreover, several studies
have pointed out that the Google Scholar enforces the Matthew effect (sociology:
”the rich get richer and the poor get poorer”) by placing the high cited papers
on top of the search results [9].

Google Scholar has a familiar search interface, similar to the classic Google
Search. The search results are based on the terms/keywords typed in the search
box. Within a Google Scholar search results, the following features are available:

– Abstract
– Cited by: Returns the list of articles that have cited the current article.
– Related articles: Returns a list of articles similar to the current article, ranked

primarily by similarity but also by taking into account the relevance of each
paper.

– All versions: Returns the list of all alternative sources for the current paper.
– Import citations: BibTex, EndNote, RefMan, RefWorks

Also, the following bibliometrics are available on each author profile:

– Co-authors
– Citations
– h-index
– i-10 index: The number of publications that have received at least 10 cita-

tions.

Metadata Metadata cannot be easily obtained through Google Scholar: scrap-
ing is not allowed and the data is not exposed through an API.
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Information retrieval P.Jacso, in his paper ”Metadata mega mess in Google
Scholar” [38], discusses some of the problems that exist with Google Scholar, par-
ticularly the incorrect field detection mechanism. The author found that Google
Scholar is especially ”bad for metadata based searching when, beyond keywords
in the title, abstract, descriptor and/or full text, the user also has to use the
authors name, journal title and/or publication year in specifying the query”.

Although many may argue that the ”mess” can actually come from publishers
and vendors,the author also pointed out that the Google Scholar developers
decided not to use the metadata readily available from most of the scholarly
publishers [48].

3.2 DBLP

DBLP is a digital library for computer science bibliography supported by Uni-
versity Trier from Germany. This project started in 1993 as a experimental server
meant to test web technology, but evolved continuously, based on ad hoc solu-
tions. The project policy is to keep the application as stable as possible. For
example, URLs are only changed if they prevent an important functionality, and
not because the people simply perceive them as unaesthetic.

In June 2015, DBLP indexes more the 3 million publications from major
information sources: VLDB3, IEEE transactions4 and ACM transactions5.

In comparison with Google Scholar or CiteSeer6, that crawl the web to ex-
tract metadata from publications in order to operate their journal collections,
the DBLP collections are maintained with great human effort by having the data
inserted manually. One of the consequences of this is that authors are disam-
biguated more accurately.

The complete DBLP dataset is available at http://dblp.uni-trier.de/

xml/dblp.xml. This project has evolved from an experimental Web Server to
a popular digital library service for the computer science community, but it’s
documentation is limited.

In the paper ”DBLP - Some Lessons Learned”, Michael Ley described the
evolution of DBLP from the data modeling point of view. Apart from being
available online, the DBLP database can be also downloaded as a large XML file
( http://dblp.uni-trier.de/xml/dblp.xml.gz ) and a schema is available as
a DTD file, making it easy for researchers to integrate the data in their work
(over 400 publications mention the use of DBLP for a variety of purposes [47]).

Above, you have a graphical representation of sample-information extracted
from [19] in March 2012. It allows access to relatively static and limited infor-
mation, showing only the publications (nodes with green color - 10 co-authored
or more), and authors (orange nodes - 200 publications or more), and their in-
terconnectivity. This interconnections show only static information, because it

3 http://www.vldb.org/
4 http://www.ieee.org/publications_standards/publications/services/

journals.html
5 http://dl.acm.org/pubs.cfm
6 http://citeseerx.ist.psu.edu/
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Fig. 2. DBLP Graph.

Fig. 3. Example of DBLP XML record.

is only one moment in time; it is also a limited information, because it doesn’t
show the entire population of the database, but only the higher values. Further-
more, it doesn’t have a statistical value, as it is a sample which not relevantly
chosen from the entire population.

Metadata The complet DBLP dataset is exposed in JSON and XML formats.

DBLP contains the following types of entries: article, book, in proceedings, in
collection, masters/ph.d thesis, proceedings, www and provides medata like: ti-
tle, author, pages, volume, journal, publisher, year. Metadata for publications are
available in BibTex format and articles are identified by URIs like this: http://
dblp.unitrier.de/rec/bibtex/journals/computer/TanenbaumHB06 Access to
the bibliographic metadata is available to everyone as of 2011 (relased under
ODC-By).

Although the data retrieved from the DBLP database is well-formatted and
the author names are disambiguated, it lacks citation references, having no in-
dicators in assessing the relevance of the papers. Also, DBLP is limited to com-
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puter science and, as pointed out by another study in [58], it does not cover all
sub-fields of computer science to the same degree.

Information retrieval CompleteSearch DBLP is a tool that provides extended
search capabilities for DBLP. The following features are available: phrase search,
prefix search, exact word match, only first-authored papers, specify number of
authors etc.

4 Citation context

In section 2 we saw how metrics based on citations are used to evaluate and
quantify scientific impact. But these metrics do not make any distinction between
citations, thus failing to consider contextual information. In this section we take
a closer look at two different aspects of context in citations and discuss how they
can be used in order to define new, more information rich citation metrics.

4.1 Role of referenced work

In each paper there are various citations, but they do not all have the same role.
Whilst some citations may provide the theoretical and technical foundation of
the presented work, indicating a true connection between the papers, others are
used to compare results or just in the discussion of previous related, or broadly
related, work. To further emphasize this, in the current paper we have split the
references in two sections. The first part lists works that relevant to the work
presented, whilst the second part lists works that are mentioned in the discussion
but whose content is never discussed. In a conventional citation count both parts
of our references would be counted as equally important, which is clearly unfair
to the authors of the papers listed in the first part.

To deal with this, we should be able to first determine and then consider the
role that each entry in the references has in a paper. We meet a similar concept
in CiteSeerX , the “citation context”, but that is only presented as additional
information; it does not affect the calculation of the number of citations [17].

This would be a tenuous task that cannot be performed automatically consid-
ering the current state of the art in text analysis and understanding. It requires
the work of human experts in the area of the considered papers who will study
the papers and evaluate what the exact role of each reference is. This is not only
expensive, it also introduces subjectivity, as it is up to the expert to decide the
degree to which a citation reflects actual contribution. Therefore, this type of
context cannot be practically considered, at least with the current state of the
art.

An alternative consideration of context could focus on the part of the text
where the citation is referenced. Citations, for example, in the introduction and
the section on related work typically have had little or no impact on the con-
sidered work, citations in the results are typically used as benchmarks whilst
citations in the description of the proposed methodology have most probably
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been used as a methodological basis and are the ones with the highest true im-
pact. This is also not possible to apply in an automated manner, and in some
cases not even in a manual manner, as on the one hand not all sections in a
paper can be clearly identified as related work, methodology or results, and, on
the other hand, sometimes some references are not at all listed in the text which
makes it impossible to determine their citation context.

The unfortunate conclusion is that, although this type of contextual infor-
mation could provide very rich information regarding the nature and value of
citations, it is quite improbable that is will be used in citation analysis, for the
reasons explained above.

4.2 Scientific scope

In the previous subsection we discussed how we could evaluate the importance
of a cited work in a paper. In this section we examine not the importance but
the topic of the citation.

Many papers are monothematic. But theare are also those works that are in-
terdisciplinary and/or rely on ideas from different scientific fields. When examin-
ing a paper’s references we can understand if it it interdisciplinary by examining
the topic of each cited work, but it is debadable whether that would give some
important insight regarding the importance of the paper. But the reverse is a
lot more interesting: by examining the topics of the papers that reference a work
we can see which scientific areas have been affected by that work.

Of course there is a practical question here: how could one determine in an
automated and reliable manner the scientific scope of any given paper. The listed
Keywords could be useful when existing, but they are not always standardized
- some authors write in their owns without choosing from a predetermined list -
and in many publications keywords are not used at all. Paper titles could also be
used, but they are often misleading. Abstract texts are less misleading, but the
current state of the art in text analysis and understanding is not mature enough
to provide reliable results when applied to short texts without any additional
contextual information.

The publication medium (the journal, conference, edited book etc in which a
paper is included) can provide reliable evidence regarding the scientific scope of
the work. When a submission is considered for publication, either by a journal
or by a conference, one of the first and most important checks is whether it falls
within the thematic scope; scientific quality is examined secondly. Therefore,
the editorial process guarantees that, for example, papers published in LNCS
Transactions on Computational Collective Intelligence are related to CCI and
papers included in this special issue are additionally related to keyword searching
in Big Data.

Almost all conferences, journals etc, in short publications that follow and
editorial process, have clearly defined scopes and often also provide potential
authors with lists of relevant topics. And for those that do not have such infor-
mation readily available it is quite easy to produce them manually. Especially
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since this would be done only one time for each publication medium. There-
fore, this can provide the basis for an automated and objective (i.e. without
a human experts examining the article and providing a subjective evaluation)
consideration of the scientific scope of a published paper.

Moreover, this is also interesting in the scope of citation analysis, as it pro-
vides richer insight into the impact that a paper has had.

5 Scientific Footprints

In this work we look more closely at citation records, examining scientific scope,
in order to acquire deeper insight on researchers’ impact. In order to better
explain what type of insight we are looking at, we start by listing below details
from the citation records of two higly cited authors, namely Dr. Cynthia Whissel
and Dr. Theodore Simos.

5.1 Two indicative examples

Cynthia Whissell Cynthia Whissell is a professor in the Psychology Depart-
ment at Laurentian University and she is a psychologist. In her own description
of her research interests she lists language and the way language conveys emo-
tion [50]. Therefore, based on studies, professional affiliation and title, as well
as on her own description of herself, professor Whissell works in psychology and
lingustics. It would only be natural for one to expect the impact of the work of
professor Whissell to be in those fields as well.

Looking at her citation list we quickly identify paper The dictionary of affect
in language [51] as her seminal work, as it has received by far the most citations
and considerably more than her next most cited work. Looking at the title, the
abstract or even the content of the paper we can determine that this specific
work is also in the field of psychology and linguistics. As far as the publication
medium is concerned, it is included in a book titled Emotion: Theory, Research,
and Experience, again clearly in the field of psychology. If we examine more of her
works we will reach similar conclusions; overall there is nothing to imply that
the work and expertise of professor Whissell might be of interest to scientific
fields other than psychology and linguistics.

But when we examine her citation list, there are some interesting surprises.
For example, there is this paper:

S. Soroka, M.A. Bodet, L. Young, B. Andrew, Campaign news and vote
intentions, Journal of Elections, Public Opinion and Parties, no. 19(4),
pp. 359-376, 2009.

The title of the paper and the name of the journal point towards politics.
When reading the paper we find that the content of the paper is also focused
on politics. Linguistics and psychology are briefly considered in the analysis, but
they are the tools, not the core subject of the work. If we study this paper more
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carefully we find that the role of Whissell’s paper is fundamental in the design
and application of the work. In other words, Soroka et al’s paper shows that
professor Whissell has made through her work an impact not only in psychology
and linguistics but also in political analysis.

This paper is neither an outlier nor an exception. In the citations of the afore-
mentioned paper of professor Whissell we find evidence that it has made an im-
pact in psychology [49] [4] [5], biology [57], affective computing [24] [64] [65] [63],
artificial intelligence [44] [75] [73] [28] [72] [56] [62] [36], multimedia and im-
age processing [37] [55] [67], speech and liguistics [20] [18] [31] [68], manage-
ment [26] [1] [12] [23] [42] [70], music [14] [6], gender [45], politics [52] [74] [53],
bilingualism [2] [3] and more.

Theodore Simos Theodore Simos is a professor in the Department of Infor-
matics and Telecommunications of the University of Peloponnese. He studies
include a bachelor degree in engineering and a PhD in mathematics. His teach-
ing and research is in mathematics and on his homepage he describes himself as
a researcher of mathematics [61].

At [61] we can find a list of citations for professor Simos. Almost all of
the papers listed in it are published in journals and conferences in the fields
of mathematics, computational chemistry and computational physics, in other
words solely in theoretical and applied mathematics.

5.2 Following the footprints

What the above examples indicate is that there are different types of scientific
impact. Professor Simos’s work has a very deep impact in mathematics (he
has more than 2000 citations in the field) but little or no impact outside that
field. Professor Whissell’s work on the other hand has a very broad impact
in science which is not limited to psychology and linguistics. The question is,
what consequences could this observation have on the design and development
of digital libraries and the indexing/searching mechanisms that support them.

The answer lies with Dr. Whissell’s example. We have already seen that her
work is relevant to fields outside psychology. What we have not seen, because it
could not be seen in the independent analysis of her citation records, is that her
work is actually important in other fields. For example, researchers from the field
of affective computing will be quick to identify Dr. Whissell as not only relevant
but also central in the literature related to facial expression recognition.

Dr. Whissell’s great impact in the field of affective computing has left its
trace, or “footprint”, in digital libraries. Specifically, if we were to analyze all
citations found in papers of the field of affective computing, we would find a
disproportionably high number of references to the work of Dr.Whissell.

The work presented herein is based on this very notion of footprint in digital
libraries. Specifically, by examining citation records we aim to detect and index
the footprints of all works and authors. Thus, our system will be able to handle
queries not only of the form “Who are the most cited researchers of HCI” which
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limit results to those working in the field but also of the form “Who are the
most cited researchers in HCI”. This will allow for the automatic detection of
the most important people (or articles) for a field and will also facilitate people,
such as first year PhD students, who wish to get acquainted with a new field by
reading the most important works in it.

6 Semantic citation analysis

In order for the aforementioned notions to be put into application, footprint
indices are required, linking each article and each author to their respective
areas of impact.

As we have already explained, most metadata linked to an article are inher-
ently subjective and unreliable, as they are defined by the authors and most
commonly are not independently reviewed and verified; the most reliable source
of semantic information regarding the articles is the publication medium itself,
as the editorial process involves a rigorous control of the thematic scope. For
this reason our analysis is based on the examination of the publication medium.

Of course, this is not a trivial task. The way to describe the thematic scope
of journals, magazines and conferences is not standardized, in many cases there
is only a textual description without keywords, there may be huge differences in
the breadth of the thematic scope, etc. Even the compilation of a comprehensive
and universally accepted list of scientific scopes is hard to achieve. Overall, our
approach for the population of the footprint indices includes a preparatory step
and processing steps for articles and authors, which are further analyzed in the
following sections.

6.1 Preparatory steps

The preparatory steps involve the establishment of the knowledge base that is
required for the execution of the processing steps, as follows:

1. Develop a list of thematic areas
2. Compile a list of publication media (journals, magazines, conferences)
3. Assign thematic areas to each publication medium

Thematic areas. The list of scientific fields does not change; or at least it does
not change often and drastically. Therefore a reasonable first step is to develop
this hierarchy. Existing hierarchies exist that may be considered as a basis, as
for example the one found in [30] or [13].

Wikipedia classifies sciences in 4 main fields. Natural sciences (sciences that
study the laws that condition the nature), formal sciences (sciences that have a
specific methodology, instead of what actually happens in reality), social sciences
(which study the human and the society behavior), and applied sciences (which
implement scientific knowledge for practical purposes) [76].
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Fig. 4. Links of Scientific Fields.

Another hierarchy of sciences which we can find at Physics Portal at South
Carolina State University categorizes them in three main classes: formal, natu-
ral and humanistic science. The 3 classes can be divided to 6 more subclasses:
mathematics, logic, physical, biological, behavioral and social [54].

We are going to choose as our basis the classification we found in paper has
been visually ”mapped” according to various branches of sciences [43]. Accord-
ing this paper sciences are divided in more main classes which is comfier and
more useful in our paper, in order to categorize the list of means of publication,
according to this hierarchy. The hierarchy that we are going to use contains
16 main divisions each of ones has its own smaller classes (subdivisions). The
16 main classes are: mathematics, physics, chemistry, physical chemistry, bio-
chemistry, computer sciences, engineering, earth science (geosience), infectious
disease, medical specialties, brain research, health services, psychology, social
sciences and humanities.

We can observe that these 16 fields are dependant. There are areas where
they can be overlapped in the map of sciences or there can be sciences that they
are linked by different ways. Fields that can be enlisted in more than one classes
are name interdisciplinary fields. In the map of sciences, the edges between the
scientific fields demonstrate the links of sciences.

Publication media. We have used DBLP metadata in order to acquire a first
list of previous and running journals and conferences, knowing that although this
list is long it is far from complete. A comprehensive list of publication media
is not easy to establish. Moreover, the list is not static as some conferences
disappear whilst new ones appear every year; there are similar changes to the
list of journals, but they are less frequent and thus easier to tackle.

Therefore the pre-processing step regarding the acquisition of publication
media is not meant to produce a complete and finalized list. As we will explain
in the following, the list of media can be updated during the processing steps;
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the role of this pre-processing step is to facilitate the initiation processing steps
by dealing with the problem of cold start.

Medium to area assignments. Although the DBLP metadata are carefully
curated, they do not contain semantic information regarding the thematic scope
of the included publication media, other than their title. This title is often, but
not always, enough to have a rough idea of the thematic coverage.

In order to overcome this, we follow a semi-automatic approach to the identi-
fication of the links between publication media and the thematic areas: we start
by applying and automated string matching approach to identify probably links
(differences between UK and US spellings, synonyms etc limit the success of
this step) and continue with a manual step during which the journal’s of con-
ference’s site is examined and the description of the scope is used to determine
which thematic areas are most and truly associated with it.

The initial step is to collect all the publication media that are shown up
in the record of the list or references. Afterwards, we checked each of their
names and we studied the subjects which they were dealing and that they are
published each year. In that way, we choose which sciences and which scientific
field each publication deals with. So we took into consideration the hierarchy of
sciences that we created and we exhibited in section 6, in order to match the
correspondences of sciences that we found in our previous step, in our hierarchy.

6.2 Processing steps, for each work

For each considered article, we examine the list of citations as follows:

1. Acquire the list of citations
2. Identify the thematic area of each citing work
3. Aggregate findings and populate the article footprint index

List of citations. We use Google Scholar to acquire comprehensive lists of
citation for the articles that we examine. Of course, since the database is not
curated, there are numerous errors (false positives, incorrectly assigned fields,
damaged titles, repetitions etc).

In a parallel work (which is not yet completed and is expected to be sent
for publication in 2016) we are examining the validity of Google Scholar by
comparing its automated results with manually established lists of citations.
Our early findings indicate that, although error rates are high (often exceeding
20%), the deviation is small. Thus citations retrieved by Google Scholar are a
relatively reliable source given that the error rate is similar for different articles
and authors.

The acquisition of the list is non-trivial, as the system does not provide an
open version of the data or a freely accessible API. Quite the contrary, there are
provisions to block repeated access in order to prohibit robotic crawling. Our
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Fig. 5. Google Scholar.

Fig. 6. HTML source.

Fig. 7. XML document.

approach includes an automated tool that queries the website and processes the
HTML results in order to extract citation data.

Different fields are identified, allowing for the establishment of a structured
XML document as seen in figure 7. The acquired list is them trimmed, to remove
self citations and repetitions, to the extend that they can be identified in an
automated manner.

Limitations set by Google results in an upper threshold to the frequency of
access and therefore to the speed of crawling. What is permitted is enough for
the system presented herein to work as a proof of concept, but a more open
access to the data will be required for a full scale application.

Thematic area of each citation. In earlier sections we have explained that we
will use the publication medium to identify the thematic scope, we have devel-
oped the lists of publication media and scopes and established the associations
between publication media and thematic areas. In the previous paragraph we
also saw how the publication medium is acquired as a separate field in an XML
document.

Unfortunately, this does not imply that this is a simple task. The publica-
tion medium included in the XML document comes from the uncurated Google
Scholar system, whilst the entries in the publication media to thematic scope
association table come from the DBLP sytem. The titles between the two do not
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match an a manual matching step is required. This is a highly time consuming
step for the first runs, but as more links (between Scholar titles and DBLP titles)
are established the need for manual intervention diminishes.

In the end, each citing article is associated to a publication medium, and by
extension to its thematic areas.

Aggregated impact for each work. Conventionally all citations associated
with a published work are considered equally and uniformly, and overall impact
is given as the count of citations. Given the additional thematic information that
now becomes available, a rising question is the validity of considering uniformly
references that have been published in a publication medium with an impact on
a single science and references whose publication medium influences more than
a single science. Our approach is a variable weighting factor for the two cases.
In case that the papers influence a single scientific field weight will be equal
to 1, whereas the weight will be distributed uniformly when multiple fields are
impacted.

The reasoning behind this is not so much that impact is distributed between
the different fields, but rather that it is not possible to safely detect the field
of impact without firsts performing a deeper semantic analysis, for example
by reading the full text of the paper. Thus the reduced weight denotes the
reduced confidence regarding the association between the considered citation
and the actual field of impact. Distributing the weight differently allows for
the overall counts to be unaffected; this is fair, as otherwise works published
in interdisciplinary journals and conferences would have a greater (or smaller)
weight in the assessment of impact and there is no evidence to support this.

The aggregated impact for each work is given as the sum of weights, for each
scientific field; as expected the impact is not calculated as a single number but
rather as an array of numbers, one per field.

6.3 Processing steps, for each author

For each considered article, we examine the list of public works as follows:

1. Acquire the list of published works
2. Identify the impact of each work
3. Aggregate results and populate the author footprint index

List of published works. The list of published works is extracted from DBLP,
using the provided APIs. We do this knowingly that DBLP is limited to computer
science, and thus this first implementation of our approach will serve as a proof
of concept. A latter implementation will extend to other fields.

Impact for each work. For each work attributed to the author by DBLP,
the impact is readily available in the article footprint index, through the process
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of paragraph 6.2. In most cases there are no differences between article titles
as they are reported in DBLP and Google Scholar, so querying the index is
straightforward.

Aggregated impact for each author of results. In the conventional ap-
proach, an author’s citation count is calculated as the sum of citations for all of
the author’s published works. By extension, in our work we calculate an author’s
impact in each field as the sum of the impact values for that field for all of the
author’s works. Thus, the aggregated impact for the author is a vector calcu-
lated as the sum of the impact vectors of all of the author’s published works, as
calculated above.

7 Integrated System

In order to automate the steps described in section 6 and to have a consistent
and accurate dataset to analyze we developed a prototype, named Footprint
Analyzer, that aggregates information from DBLP and Google Scholar. Other
digital libraries could (and will in the future) also be considered as sources, but
the integration with more sources is outside the scope of this paper and this
feature is not included in the current version of the Footprint Analyzer.

Footprint Analyzer is a web application implemented in NodeJS. For a given
author name, we extract all the important elements that define a persons scien-
tific interests that we can collect from Google Scholar and DBLP: frequent key-
words, conferences attended, collaborative colleagues (co-authors), top 5 most
important co-authors and published work.

For citation tracking we use data from Google Scholar. Google’s algorithms
allow it to retrieve a large number of citations results, which we then clean as
they often include duplicates and citations that simply aren’t real.

Footprint Analyzer exposes an interface that allows the user to enter an
author’s name or the title of an article. To control the results, a user can also
specify years of publishing activity or restrict to one thematic area.

We populate our database with the list of conferences and their assigned
articles, using the list that we retrieve from DBLP.

For each conference we have assigned thematic areas form our nomenclator
defined in section 6.

Results are loaded as soon as a user runs a query. They can be sorted by
clicking on each label heading of the table of results (footprint index, author,
title, year of publication, publication media). The user can uncheck any entry in
the results that is irrelevant, a case in which the footprint index is automatically
updated.

In order to calculate the footprint index of each author we followed the steps
described in section 6.

The main focus of our work isthe analysis of an author’s impact, but is also
possible to use Footprint Analyzer to analyze the impact of a specific article.
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The power of any data-mining project lies in the amount of data that can be
processed to provide meaningful and statistically relevant information. Merging
information form two digital libraries is necessary in order to obtain an accu-
rate scientific footprint of each publication or author; the consideration of more
sources in the future can further enhance the accuracy and reliability of the
results.

Once extracted, the metadata is stored in a MySQL database. In the current
status of the Footprint Analyzer the data inserted in the database is based on
XML responses from DBLP and BibTex format for Google Scholar.

7.1 Architecture

The main tasks performed by the implemented Footprint Analyzer prototype
are the following:

1. Acquire published authors records
2. Analyze authors domains of interest based on keywords from their publica-

tions
3. Establish links between publication media and our nomenclator of thematic

areas
4. Analyze citations of each article
5. Remove self-citations and repetitions
6. Retrieve the distributed knowledge from different digital libraries by using

exposed APIs and lightweight web-crawling methods
7. Calculate footprint index of an author or journal

For digital libraries that don’t expose an API, the following principles of
web-crawling are employed by the system:

1. Starts with a set of seeds (i.e., author names, titles) which represent the list
of URLs to visit (used in constructing URL requests)

2. Crawler starts fetching pages
3. Result pages are parsed to find link tags that might contain other useful

URLs to fetch (e.g., publications, profile pages, etc)
4. New URLs are constructed (child URLs from the initial parent URLs)
5. Continue until all necessary info has been retrieved

Fig. 8 describes the main components of the Footprint Analyzer and the way
they interact.

DBLP Module - sends the query to DBLP based on parameters received
from the user (e.g. author name, years, etc.), parses the response received from
DBLP, saves the information in the MySQL database and sends to Google
Scholar Module the list of published works for citation tracking.

Google Scholar Module - retrieves and saves in our database information
regarding citations of articles returned by DBLP Module.

Thematic Areas Mapper - retrieves the list of conferences and published
articles and assigns them to thematic areas.

Footprint Index Module - calculates the footprint index for an author or
an article as described in section 6 based on results from our database.
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Fig. 8. Footprint Analyzer Prototype Architecture.

7.2 Problems encountered

As part of our project to automatically retrieve and analyse scholarly literature,
Google Scholar and DBLP were considered as data sources.

Google Scholar ”Google Scholar is a freely available service with a familiar
interface similar to Google Web Search” [58]. Google indexes articles from most
major academic repositories and publishers. The results retrieved from a Google
Scholar search are an important aspect of the research tool we are considering.

Many scholarly publishers, databases, and products offer APIs (application
programming interface) to allow users with programming skills to more power-
fully extract data to use for a variety of purposes. Some APIs allow programmatic
bibliographic searching of a citation database, others allow extraction of statis-
tical data, while others allow dynamic querying and posting of blog content.

Although being probably one of the most useful tools on the web today for
academics, Google Scholar does not provide any API or other automated data
extraction means. There is a lot of complaining on the web about Googles failure
to provide an API for web search, which leaves people writing custom scrapers in
Python, Perl, R, etc. As first part of our work, we scrap Google Scholar pages for
the extraction and processing of information about authors articles, citations,
years of publishing, etc.

Technical details and limitations
First of all, Googles Terms of Service do not allow ”the sending of automated

queries of any sort without express permission in advance from Google” [48]. In
agreement with Google Scholar terms of service which prohibits the automatic
querying, only the displayed result page can pe processed.

In February 2013 Google Scholar reduced the maximum number of results
per page from 100 to 20 results and if an excessive number of queries is de-
tected, Google Scholar will refuse to accept further queries from the requesters
IP address.
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Since there are no APIs for Google Scholar, we have to parse directly the
HTML of Google Scholars response page about the requested author/requested
article. Starting from the data retrieved we will make some computations and
statistic analysis.

We started by trying to retrieve information from Google Scholar using a
custom parser. The plan is to make a query to Google Scholar using a cookie
and to be able to retrieve the HTML file with the results.

Generating a cookie is mandatory if we want access to the BibTeX files
provided in the search results - the BibTeX entries are not displayed by default
and are only showed if they are manually enabled in the Google Scholar search
settings. We will need to parse the BibTex entries as well in order to retrieve the
list of author names of a certain publication.

After analyzing the structure of the webpage, we consider the following:

– Number of results retrieved - gs ab md CSS class

– Titles - gs rt CSS class

– Number of citations - gs fl CSS class

– BibTeX entry

All this information has been extracted by means of mechanisms for regular
expressions.

DBLP A record from DBLP data set can be:

– article

– book

– incollection

– inproceedings

– proceedings

– mastersthesis, phdthesis , www

For each record we have one or more of the following metadata fields: ti-
tle, booktitle, author, editor, pages, year, publisher, address, journal, volume,
number, month, cdrom, url, ee, cite, note, crossref, series, isbn, school, chapter.

We can identify the following links:

– a publication is linked to the authors and editors

– a paper is linked to the journal, proceedings or book in which it was published

– citation links are created for each non-empty ”cite” element in a publications
record.

On http://dblp.uni-trier.de/, DBLP provides a primitive form to search
for persons inside the bibliography. The Footprint Analyzer accesses DBLP data
records by retrieving author information, parsing it and then requesting addi-
tional data records based on the processed data.
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7.3 Software licensing

As part of our future work, once the Footprint Analyzer has reached the desired
level of maturity and stability, we plan to release the full integrated code under
a GPLv3 license. Early versions of parts of the code (the module extracting
citation information from Google Scholar and the module processing citation
lists to extract footprint information) are already released under a GPLv3 license
at GitHub [39].

8 Experimental results

As an experimental result we will analyze the author Cynthia Whissell, author
mentioned also in the example described in section 5.

When we query DBLP on author Cynthia Whissell published work we
receive two records:

– The Times and the Man as Predictors of Emotion and Style in the Inaugural
Addresses of U.S. Presidents. Computers and the Humanities 35(3): 255-272
(2001)

– Traditional and emotional stylometric analysis of the songs of Beatles Paul
McCartney and John Lennon. Computers and the Humanities 30(3): 257-265
(1996)

The first article has 16 citations and the second one 43. After retrieving the
lists of citations for each record and removing irrelevant records, the footprint
index module has all de data in order to calculate the footprint index for our
author.

Our thematic areas mapper identified three thematic areas for our author:
psychology, social science and computer science.

For the first article we have 3 citations mapped on social science thematic
area, 13 citations in psychology and none in computer science.

For the second article of our author we marked as irrelevant 7 records out of
43 citations (we preprocess the list of citations received from Google Schoolar).
For this article, the citations were categorized as follow: 8 citations in social
science, 21 in psychology and 7 in computer science.

9 Conclusions

In this paper we have presented the notion of a footprints in the academic
world, defined as the traces of impact that an article, or an author, has had
in different scientific fields. In order to avoid subjectivity in the estimation and
quantification of the footprint we have opted to avoid author defined parameters
and have instead focused our analysis on the journal or conference where a citing
article has been published. This provides an objective and reliable indication of
thematic scope, which allows us to see, in a semi-automated manner, which
scientific areas have been affected by an author’s work.
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These steps allow us to develop semantic footprint indices, associating articles
and authors with the fields where they have made an impact. Querying such
indices we can provide semantic services that were unimaginable before, such as
the automated identification of the most prominent works and authors for each
field, regardless of their originally intended scope.

In our paper we have presented various real life examples to support the valid-
ity of our approach, and have also presented a preliminary integrated implemen-
tation, the Footprint Analyzer, based on information acquired from DBLP and
Google Scholar. Constraints set by Google Scholar and DBLP limit the extent
of our experimentation, but the presented results suffice for a proof of concept.
Besides, the architecture makes it straightforward to link more academic sources,
particularly those that provide structured exposed APIs.

Of course our work is not complete. As part of our future work we would
like to develop a more complete hierarchy of scientific fields which includes the
whole spectrum of scientific fields in a greater depth and making an automatic
match of journals with the multiple scientific fields.As we intend to use Apacge
Solr 7 in order to index our database and to create a section for manual mach
the papers that have inconsistancies in titles or author names and to mark them
as duplicates.
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